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Abstract: Computer vision has become widely used in many aspects of our daily lives. There
are a great number of applications that consider computer vision as a core part of them, such
as those associated with law enforcement. This paper presents the design and implementation
of a model for a vehicle building entrance, using a license plate recognition algorithm for
Libyan vehicles. In addition, a small dataset of Libyan vehicles was created for research
purposes. As with most recognition systems, there are mainly three stages to be distinguished:
plate detection using vertical and horizontal histograms, character segmentation is performed
through a connected-component labeling algorithm, and finally, optical character recognition
(OCR) by using support vector machines (SVMs). An Arduino board was used to control the
gate opening and closing processes according to the authorized vehicles stored in the
database. Ultrasonic sensors were used to detect a vehicle stop at the gate. The system was
programmed with MATLAB executed on a 2.20GHz Core i7 CPU, 8 GB RAM, Windows 10.
Despite the limited size of the vehicle images dataset, the experiments showed promising
performance in terms of average accuracy estimated at 83.3%, and the computation time was
5 seconds.
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INTRODUCTION permission to employees in companies, etc.
An automatic vehicle license plate

Nowadays, biometric information has many  recognition system is an important topic due

forms such as signature, voice, iris scan, etc.
This information is used throughout to
identify people for various purposes. For
instance, many people use this information to
lock their mobile phones. However, on
different occasions, there might be more
interest in identifying a person via his
vehicle. Therefore, it is crucial to design a
system that can distinguish vehicle owners by
recognising their license plate numbers. Such
systems are capable of providing appropriate
solutions in several aspects, for example,
monitoring traffic within restricted or
dangerous areas or even granting entrance

to its various uses, such as those in security
applications: monitoring institution entrances
or vehicles on the road, detecting stolen cars,
etc. These systems are of great interest
because of their benefits for everyday life.
The system starts with the stage of image
acquisition until identifying the contents of
the license plate. It goes through image
preprocessing, license plate localisation in
the image, and then dividing the contents of
the license plate (character segmentation).
The last stage involves extracting basic
symbols to identify them using OCR
(Abdullah et al., 2009).
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Many challenges affect the proper
functioning of the system. Most difficulties
come from the surrounding environment
since these systems are normally designed to
work in outdoor settings. The variations in
lighting conditions, rain, and fog are among
such difficulties. All these environmental
conditions affect the quality of the captured
image, which thus reduces the effectiveness
and efficiency of the system (Selmi et al.,
2020).

There is a significant amount of research
looking into solving this problem. Korean
license plate detection was done using a
vertical edge. The character recognition was
based on a template matching method (Yu &
Kim, 2000). Shohreh Kasaei et al. used the
same recognition method for Iranian car
plates, but they used morphological
parameters in the segmentation stage instead
(Kasaei et al.,, 2010). Although template
matching recognition might give a reasonable
result, it has a large computation time
because the comparison operation is
performed pixel by pixel, in contrast with
other machine learning approaches which
deal with image features rather than pixels at
the recognition stage, as like the one used in
this work. In another study (Duan et al.,
2005), Hough transform was utilised to detect
vehicle plates and a hidden Markov model for
the recognition stage. Arth et al. used the
same method to localise a vehicle plate. SVM
was used for number recognition instead
(Arth et al., 2007). YOLO (You Only Look
Once) deep learning was used to recognise
Taiwan's car license plates (Chen, 2019).
Different versions of YOLO were applied in
each stage of the recognition algorithm
(Henry et al., 2020). Laroca et al. used two
convolution neural networks (CNNs) for
vehicle and license plate detection. Two
CNNs were also used for letters and digits
recognition (Laroca et al., 2018). Although
deep neural networks were successful in
many recognition tasks, you have to provide
a large amount of data during the training
stage (Bjorklund et al., 2019; Li & Shen,

2016; Selmi et al.,, 2020). Due to the
limitation of the dataset size used, a decision
was made to use histogram projection and
support vector machine for the detection and
recognition stage, respectively, instead of
deep learning approaches (Singh & Bhushan,
2019).

Several pieces of research have been
conducted for Libyan vehicle license plate
recognition. Two methods have been applied
in the recognition stage, which are template
matching and an approach based on
endpoints (Algablawi et al., 2013). Abdella
used vertical and horizontal projection to
detect the license plate, while template
matching was also used for number
recognition (Abdella, 2016). A Combination
between template matching and a
probabilistic neural network was used to
recognise digits in Libyan license plates
(Jabar & Nasrudin, 2016). Although the
current research might obtain a reasonable
result in the recognition stage for Libyan
vehicles using the template matching method,
this method is not shift or scale-invariant.
Furthermore, comparing images pixel by
pixel causes an increase in the computation
time. Vehicle license plates vary from
country to country in colour and shape. They
also have different contents, of which many
are digits, while others are a mix between
numbers, characters, and symbols. All these
variations influence the choice of an
appropriate method that can do well with a
particular application. Therefore, a kind of
balance between accuracy and computation
time must be considered. This paper aims to
design and implement a reliable recognition
system, which is able to recognise Libyan
vehicle license plates despite the small
dataset size. Features extraction is performed
in this work instead of methods that mainly
work at the pixel level. The recognition stage
was performed using one of the machine
learning algorithms. Furthermore, building a
small model to simulate a vehicle control
access to institutional premises.
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The paper is structured as follows. The
second section demonstrates the methodology
of this work in terms of hardware and
software. The details about the data and
experiments are discussed in the third
section. It also presents a comparison with
other approaches. The last section of this
paper is about summarizing the research
findings. In addition, it suggests potential
future works that might assist in improving
the current results.

MATERIALS AND METHODS

The system’s model contains two vehicle
gates. The first gate is specified for the
entrance, while the second is for the exit, as
shown in Figure 1. This is what might usually
be found in a real company building. To
clarify the working procedure, a vehicle stops
at the entrance gate. At this moment, the
driver still sees a red light on the gate.

C—

Figure: (1). Model of the vehicle plate recognition
system

An ultrasonic sensor detects the vehicle and
sends a signal to a MATLAB algorithm. The
algorithm starts working by sending a
command to the camera mounted on the gate
to capture the vehicle. After completing the
operation of number recognition for the
current license plate, there are two
possibilities. The first possibility is to find
the number within the database list for those
who have permission to get inside. A green
light will be on, and the gate will be opened
automatically. In the second case, the vehicle
is not allowed to enter. The gate will be kept

closed and the person will be alerted with the
red light. The working of the exit gate is
rather simpler than that. There is no need to
validate the license plate number. The
ultrasonic sensor detects the vehicle here as
well. Consequently, the red light will be
turned off, and the green light will be on.
Finally, the gate opens to allow the vehicle to
exit. This gate is not connected to the
recognition algorithm. The gate was built
using Arduino and ultrasonic sensors. Figure
2 shows the connection between all system
components.

Arduino I
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Figure: (2). A block diagram of our algorithm
HARDWARE

This section explains the specifications of
each component that is used in this work and
clarifies its role in achieving the final task.

Arduino: It is the main development board
that is used to control vehicle gates in this
simple model. It has a microcontroller board
based on (ATmega328) with 14 1/O digital
pins. Arduino Uno was chosen for the circuit
for the sake of simplicity.

Ultrasonic sensor: The working principle of
this sensor is based on sound waves. It
consists of four pins (Vcc, Trigger, Echo,
Ground). It works by sending a wave at the
speed of sound that travels through the air.
Once it hits an object in its way, the wave
then returns and is collected by the sensor
receiver. The following equation is used to

© 2022 The Author(s). This open access article is distributed under a CC BY-NC 4.0 license.
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calculate the distance.

t*0.034
AL o

Where D is the required distance, 0.034us is
the speed of sound, t is the time it takes for
the sound waves to return to the ultrasonic
sensor after striking an object. The HC-SR04
module is chosen for this model.

Servo motor: This kind of motor is a DC
(Direct current) motor equipped with an
electronic circuit to precisely control the
position and direction of rotation of the motor
shaft.

Camera: In this project, a USB-type camera
(Microsoft Life Cam VX-800) is used in this
model. The connection between all hardware
components is shown in Figure 3.

PC

MATLAB —
porgram

Figure: (3). Gate controlling circuit
SOFTWARE

The  algorithm  starts  with image
preprocessing operations to prepare an image
for the three main stages of the recognition
algorithm: car plate detection, number
segmentation, and number recognition,
respectively.

Image Preprocessing: The algorithm
converts the captured image from an RGB
image (Red, Green, Blue) to a greyscale

image. The pixel intensity of the grey image
is in the range (0-255). The value 0
represents the black colour while 255 is the
white colour, and any value in between is a
level in the grey colour. The algorithm takes
the grey image as input and then converts it
to a binary image, which is also called a
logical image. The binary image has two
possible intensity values, either 0 or 1 which
represent the black or white colour
respectively. This operation is performed by
choosing a threshold value in which pixel
values equal or above the threshold are set to
1 (white) while others are set to 0 (black). By
converting the image from coloured to
binary, unnecessary information is reduced,
especially when image processing is
machine-oriented. On the other hand, humans
care considerably about image details and
resolution. Figure 4 shows the steps of
converting an image to a binary type.

Binary image

Figure: (4). Image preprocessing

Car Plate Detection: The input at this stage
IS a binary image. This image contains a

© 2022 The Author(s). This open access article is distributed under a CC BY-NC 4.0 license.
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vehicle and other objects in the scene. The
output is an image of the extracted car license
plate. This stage involves the following steps:
edge detection, vertical and horizontal edge
histogram projection, and finally, choosing
the highest probability within image
segments to be a license plate among all
candidates.

Edge detection: This operation is performed
using a Sobel filter. The filter calculates the
image gradient from the intensity of its
pixels. It finds the direction of the greatest
gradient. The filter uses two matrices as
shown in Equation 2. The first matrix finds
intensity changes in the horizontal direction,
while the second matrix is dedicated to the
vertical direction (Kanopoulos et al., 1988).

10 -1
Gx=[20—2 * A
10-1
—1-2 -1
Gy=| 1 0 —1|x4 (2)
1 2 1

Where A represents an original image, G, and
G, are the gradients in both the x and y-
direction. To determine G, and G,,, the filter
kernel is moved over the input image to
calculate the value of one pixel and then shift
the kernel one pixel to the right. When
reaching the end of the current row, the filter
is placed at the beginning of the next row, as
shown in Figure 5. The following equation
illustrates an example of calculating one
value of G,.

o |2 |

~
o
N

kemel =

b

rput Image Output image (G

Figure: (5). Sobel filter implementation
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Equation 4 illustrates the calculation of the

gradient magnitude, while Equation 5
calculates the gradient direction.
4
G=]G2+6, *)
0 _by (5)
Gx

The obtained result after applying the filter
on the image is shown in Figure 6.

Figure: (6). Edge detection with Sobel filter

Histogram projection: In this step, the
algorithm finds projections of the horizontal
and vertical edge histograms for the obtained
image from the last step. It processes column
by column in the horizontal histogram. In
each column, it starts by subtracting the
second-pixel value from the first one. If the
result exceeds a threshold value, it will be
stored in a list, then moved down to the next
pixels, and the same processes will be
repeated until passing through the entire
column. The values are added up to get the
first value in the differences group. The
algorithm moves to the second column and so
on until reaching the last column in the
image, as shown in Figure 7. The same
procedure is applied to the vertical histogram,
as shown in Figure 8, but the process is
applied on rows instead (Jagannathan et al.,
2013). As shown in Figure 7 and Figure 8,
the noise noticeably appears at the edges of

© 2022 The Author(s). This open access article is distributed under a CC BY-NC 4.0 license.
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the horizontal and vertical histograms.
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Figure: (7). Horizontal edge processing histogram

Vertical Edge Processing Histogram
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Figure: (8). Vertical edge processing histogram

A low-pass filter is used to smooth the line
curves, as shown in Figure 9 for the
horizontal edge and Figure 10 for the vertical
edge. If the region has high horizontal and
vertical histogram values, it is highly likely
to be a vehicle license plate. Other regions
are removed from an image by applying a
dynamic threshold on both horizontal and
vertical histograms. The dynamic threshold is
equal to the average value of the histogram.
The output of this operation is a graph
showing the areas that have a high
probability of being license plates, as shown
in Figure 11 and Figure 12.
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Figure: (9). Horizontal histogram after low pass filter
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Figure: (10). Vertical histogram after low pass filter
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Figure: (11). Horizontal histogram after filtering
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Figure: (12). Vertical histogram after filtering

The coordinates of all candidates are stored
in an image array, as shown in Figure 13. The
algorithm finds a common area with a
maximum value in the horizontal and vertical
graphs. This area is extracted as it represents
the license plate. Then, the resulting image is
converted to a binary image, while small
objects are discarded, (which cannot be
digits), as shown in Figure 14.

Figure: (13). Candidate areas

5 1255825 L

Figure: (14). The result of car plate detection

Number Segmentation: After acquiring the
license plate, the algorithm separates each

© 2022 The Author(s). This open access article is distributed under a CC BY-NC 4.0 license.
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number in order to recognise the full series in
the last stage. It is also discarding other
objects which cannot be digits. This work is
achieved using connected-component
labelling (He et al., 2009).

The connected labelling components use a 4-
connected neighbourhood or an 8-connected
neighbourhood.  For  the  4-connected
neighbourhood, they are the neighbours’
pixels that share an edge with pixel p. While
in the 8-connected neighbourhood, it is a set
of pixels that share an edge or a corner with
pixel p, as shown in Equation 6.

1 8 1 2
ccly=4 p 2,cclg=7 p 3 (6)
3 6 5 4

ccl,=14p2 3 ,cclg=8127p3654

Each foreground pixel becomes a node in a
tree graph. Two nodes are connected if the
corresponding pixels are neighbours. When
applying the connected-component labelling
to the image in Figure 14, the result is a set of
images in Figure 15. The ratio between the
width and height of those images is used to
exclude other objects that cannot be digits.
For instance, the last word in Libyan vehicle
plates () has a high-ratio value. Therefore,
it will be removed. Furthermore, the
connected-component labelling starts
extracting objects in an image from top to
down and left to right. Thus, it is suitable for
Libyan vehicles license plates. These license
plates have a rectangular shape, and all
numbers appear in one line. Therefore, there
is no need to do any kind of reordering after
finishing the recognition stage.

=y
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Figure: (15). Number segmentation

Number Recognition: At this point, the
algorithm reaches its last stage. It classifies
images into digits between 0 and 9. It also
discards other objects with a low confidence
rate. Therefore, data must initially be
provided for the recognition algorithm to be
used in the training step. The recognition
stage consists of two main steps: features
extraction using histogram of oriented
gradient (HOG) and number classification
using SVM.

Data collection: A group of one hundred
images of Libyan vehicles has been captured
from the front view. They were separated into
two groups, a training group of seventy
images to be used in classifier training and a
test group of thirty images for algorithm
evaluation.

Features extraction using HOG: one of the
successful  results of HOG was for
pedestrians’ detection (Dalal & Triggs,
2005). After that, HOG became widely used
for detecting other objects such as animals,
vehicles, motorcycles, etc. HOG starts by
calculating the gradient wusing a one-
dimensional (1D) discrete derivatives mask
in both vertical and horizontal directions, as
shown in Figure 16. The second step is
building cell histograms. The histogram
channel ranges from 0 to 180 or 0 to 360
degrees. An orientation-based histogram
channel is determined from a weighted vote
for each pixel within the cell, as shown in
Figure 17. The weighted vote is based on the
calculated gradient magnitude. The aim of
the third step is to calculate descriptor blocks
from the normalised cell histogram. Each
block consists of four 8x8 pixel cells (16x16
pixels per block) with nine histogram
channels. The last step in HOG is to
normalise the descriptor blocks to mitigate
the visual effect induced by light variations.
The normalisation is performed using the L2
norm, which is a standard method to compute
the length of a vector in Euclidean space. The
images in Figure 15 were cropped to size 17
x 17 pixels before applying feature extraction

© 2022 The Author(s). This open access article is distributed under a CC BY-NC 4.0 license.
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in the training and test step of the SVM
classifier.
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Figure: (16). Gradient kernels
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Figure: (17). Histogram of oriented gradient

Number classification using SVM: In
machine learning, supervised learning is an
algorithm that uses some labelled examples
to train its classifier. As a result, the classifier
will be able to predict other examples that
have not been seen before. Due to its
flexibility and simplicity, the support vector
machine has been chosen for classification.
SVM is a linear classifier that is used for data
classification. It can learn through provided
examples to predict the correct class among
unseen examples. It is sometimes called a
binary classifier because it separates two
classes of data points via a hyperplane.

The SVM outputs a map of labelled data with
a maximum margin. The margin represents a
symmetrical distance on both sides of the
hyperplane. The SVM tries to maximise this
margin as much as possible. The data points
near the hyperplane are called (Support-
Vector). Figure 18 illustrates how the
support-vector machine method distinctly
separates data points (Noble, 2006).

~Optimal hyperplane
e

Figure: (18). Support Vector machine

The current research aims to recognise digits
between 0 and 9. Although the support vector
machine is a binary classifier, it can still be
adapted for multiclass classification. This is
performed using the One-vs-All approach. It
finds many classifiers; each classifier can
distinguish one digit from the rest. The SVM
has a parameter called a kernel. The kernel is
a mathematical function that specifies the
shape of the SVM hyperplane such as
nonlinear, linear, polynomial, radial basis
function (RBF), Gaussian, and Sigmoid, as
shown in Figure 19. The RBF kernel has been
selected in the selected algorithm based on
experiments and results.

Linear 2nd polynomial 3rd polynomial

7 oe

Figure: (19). SVM kernels

SVM is well known for its performance even
with a small dataset, as in this case. In
addition, it is being considered a brilliant
classifier for binary classification.

RESULTS AND DISCUSSIONS

Many experiments have been conducted to
evaluate the used algorithm’s performance. In
the training stage, different SVM kernels
were tested using seventy images to decide

© 2022 The Author(s). This open access article is distributed under a CC BY-NC 4.0 license.
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which ones of them would be the best. As a
result, the RBF was selected as a kernel.
After being trained, the algorithm was tested
on a group of test images. These images have
not appeared along with the training
processes. The test group represents 30% of
the dataset. The algorithm recognises twenty-
five images correctly out of thirty with
satisfactory computation time (5 seconds).
The accuracy of the used software is
evaluated at 83.3%. According to the small
size of the dataset, this is an encouraging
result. Abdullah et al. obtained an accuracy
of 80% for Malaysian vehicles (Abdullah et
al., 2009). They also used SVM for the
recognition process, but both results cannot
be compared because of the difference in
datasets in terms of their size and format.
YOLO deep learning achieved 98.22%

Table: (1). Performance measurement

accuracy on license plate recognition. The
computation time was less than one second
(Chen, 2019). Yu et al. focus on plate
localisation, which can lead to accuracy
improvement for license plate recognition.
Their method was based on a wavelet
transform and empirical mode decomposition
(EMD). The accuracy of their license plate
detection was 97.91% (Yu et al., 2015). End-
to-end deep learning architecture has
achieved a recognition rate of more than 95%
on four Chinese test sets. The computation
time of this method was only 0.2 seconds
(Wang et al., 2020). The result of the current
study was also compared with results
obtained from different methods dedicated
for Libyan vehicles in terms of accuracy for
each stage and overall accuracy as shown in
Table 1.

Detection Segmentation

Recognition Overall accuracy

Method (%) (%) (%) (%) No. images
(Abdella, 2016) 67.5 - 81.4 25 200
(Algablawi et al.,

2013) 96.15 85 92.19 75 104

The proposed method 97 92 96 83.3 100

Figure 20 shows the MATLAB graphical user
interface (GUI) used. This GUI has an option
to load a stream from a camera. The figure
also displays three examples of successful
results under different light conditions, where
pictures were taken at different times during
the daytime. The angles of the capturing were
slightly different among images. However,
all images contain the front part of vehicles
because the system is designed for gate
entrance. The algorithm was able to
recognise the vehicle license plate number
and present the result as a text at the bottom
of the MATLAB GUI. As mentioned before,
there are three stages for the recognition
algorithm. The algorithm might fail at any
stage of them. As a consequence, it affects
the software performance. Figure 21 displays
two instances of unsuccessful results. The
source of error in the top image was due to

the detection step. The software could not
localise the correct position of the vehicle
license plate. Therefore, it failed in the
subsequent stages. In the second example of
Figure 21, the algorithm succeeded in the
first and second stages, but it failed in the last
stage. The software was not able to identify
the license plate number correctly because
the digits were ambiguous. The ambiguity
caused the numbers to be cut in the middle,
which produced many objects during the
segmenting stage.

© 2022 The Author(s). This open access article is distributed under a CC BY-NC 4.0 license.
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CONCLUSION

This paper presented a model for recognising
Libyan car license plates. The procedure
starts by detecting the car using an ultrasonic
sensor. The Arduino sends a signal to the
interface, which was designed by MATLAB
to start capturing the vehicle. Then, the
algorithm extracts the location of the vehicle
plate in the image using a vertical and

horizontal histogram. Next, the number
segmentation  is  accomplished  using
connected-component labelling, which is

followed by histograms of oriented gradients
(HOG) for features extraction operation.

Finally, the support vector machine (SVM) is
utilized to recognise digits. As a result, the
gate is opening while the green led is being
turned on for authorised vehicles, otherwise
kept closed. As future work, collecting more
vehicle images is a target to widen the
proposed database in which deep learning can
be used to improve the recognition rate. To
reduce the cost of the current hardware, an
embedded system such as Raspberry Pi could
be used as the main board of the recognition
software. In  addition, a low-level
programming language such as C++ could be
used to lower the computation time cost.
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